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Summary

Understanding the multiple levels of gene regulations is the key for the prediction of complex cellular be-
havior. Integrating genetic perturbations with gene expression data has been proven to be more accurate
in learning of causal regulatory relationships among genes comparing to treating each gene expression level
as an individual quantitative trait. The previously designed sparse-aware maximum likelihood method for
structural equation models (SEM-SML) has been shown to be able to integrate such information to infer
gene regulatory networks (GRN) systematically and offer significant better performance than state-of-the-art
algorithms. We extended the SEM-SML to incorporate adaptive elastic net (EN) penalty for the likelihood
function of the SEMs, and implemented the SEM-EN software in efficient C/C++ with parallel compu-
tational capability by Message Passing Interface (MPI). The parallel design is capable of scaling up the
network structure inference in a computer cluster, and enables SEM-EN to infer a network structure with
thousands of nodes. Simulation studies demonstrated that SEM-EN was capable of inferring a large network
within affordable computational time while achieved more accurate power of detection than SEM-SML.
The software was further applied to infer the GRN in budding yeast systematically, in which two set of
experimental perturbations with co-regulated gene set information were available on the AMN1 and LEU2
genes. The SEM-EN identified GRN had two clusters with hubs and members in line with the experimental
perturbations, corroborating the strength of SEM-EN. While the parallel version of the SEM-EN software
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for computer cluster is implemented with command line interface, the SEM-EN method is also implemented
in C/C++ with a user-friendly R interface for personal computers. An R software package sparseSEM with
both SEM-SML and SEM-EN features is available on the Comprehensive R Archive Network (CRAN), and
the command-line software is freely available upon request.

Key Words:

• SEM: structural equation models

• EN: elastic net

• GRN: gen regulatory network

• sparseML: sparse-aware maximum likelihood
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Introduction

Understanding biological network at system-level is crucial to gaining insights into gene functions and
cellular dynamics. To elucidate the complexity of gene regulatory networks (GRNs) and uncover the
mechanism of gene regulations that lead to complex biologically diversified phenotypes, a large number of
studies have been conducted at genetic, transcriptomic, proteomic and metabolomic level [1]. Experimental
approaches in deducing physical interactions of individual genes are time consuming and labor intensive,
whereas computational methods that exploit genome-wide expression data and genetic perturbations from
high-throughput technologies are efficient and cost-effective [2].

A number of computational methods have been developed to leverage different intermediate phenotypes,
such as transcript, protein or metabolite level, to understand cell regulation process comprehensively.
For example, a co-expression or relevance network infers network structures through measuring the
similarity level in gene expression [3, 4], a Bayesian network evaluates the dependence structure among
genes [5], and a Gaussian graphic model approach evaluates the presence of an edge if the pair of genes
are conditionally dependent given expression levels of all other genes [6, 7]. Another approach employs
regularized linear regression models to find the co-occurrence among genes to infer the gene network
[8-11]. Recently, a powerful structural equation models (SEMs) for the GRN modeling was developed
[12], which systematically integrated both genetic perturbation and gene expression data, and inferred the
GRN through a sparse-aware maximum likelihood (SML) method. The SEM-SML applied an adaptive
l1-norm regularization term on the likelihood function, which was then optimized via an efficient block
coordinate ascent algorithm. Simulations of the SML algorithm demonstrated that it accurately inferred reg-
ulatory relations among genes and offered significant better performance than state-of-the-art algorithms [12].

The SEM-SML algorithm was motivated by the fact that the gene networks are sparse [13-15]. While this
is the first study that infers sparse SEM systematically, other penalty functions, especially the penalty
function of the elastic net (EN) [16, 17] may improve the inference accuracy for GRNs. This is based on
the following observations. Although the Lasso-based methods achieve good performance in the inference
of GRNs and are ranked top on the list of a number of methods for GRN inference [18], they tend to miss
interactions in feed-forward loops, fan-in motifs and fan-out motifs. This is likely due to the fact that Lasso
typically chooses only one variable among several highly correlated variables. On the other hand, it has
been known through experimentation that a gene regulator in GRN can typically shape the expression
profile of a set of genes, meaning that the expression of the set of co-regulated genes can be highly correlated
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[1, 2]. For example, in gene expression microarray analysis, researchers aim at finding a group of up and
down-regulated gene expression patterns under different experimental treatments, and discover novel and
unexpected functional relationships among genes [19]. Such observations make the elastic net the right fit
since it retains correlated variables while still yielding a sparse model [16].

In this paper, we developed an SEM-based method for the inference of GRNs that maximizes the l1/l2-
regularized likelihood function similar to the one used in the adaptive EN [16, 17]. The SEM with adaptive
elastic net penalty algorithm (SEM-EN) was maximized through a parallelized efficient block coordinate
ascent algorithm, which inferred the network structure on each node in parallel. Considering that the
MATLAB implementation of the SEM-SML algorithm in [12] was time consuming and not applicable to
large network with thousands of nodes, here we further developed a software tool in C/C++ with message
passing interface (MPI) to accelerate the computation through parallelization. Thanks to the elastic net
penalty, the SEM-EN algorithm encourages a grouping effect that not only predicts causal regulatory genes,
but also elucidates the complexity of cell regulation at system level. Computer simulation demonstrated
that SEM-EN outperformed SEM-SML with higher power of detection (PD) and similar false discovery rate
(FDR). The SEM-EN algorithm was further applied to infer the GRN of a previously described budding
yeast (Saccharomyces cerevisiae) dataset.

Back to Top

Methods

Sparse SEM model for gene regulatory networks

Consider the expression levels of Ng genes from N individuals measured in microarray or RNAseq experi-
ments. Following the design of [12], the gene regulatory network is postulated to obey the SEM:

yi = Byi + Fxi + µ + εi, i = 1, · · · , N (1)

where yi :=
[

yi1, · · · , yiNg

]T
is the expression levels of Ng genes from N individuals, and xi :=

[

xi1, · · · , xiNq

]T
denotes the genotype of Nq ⩾ Ng eQTLs of individual i, i = 1, . . . , N . In this paper, we

focus on the genetic variations observed at expression quantitative trait loci (eQTLs), and the developed
methods can be applied to other genetic variations such as single nucleotide polymorphisms (SNPs),
copy number variations (CNVs) and gene knockdown by RNA interference (RNAi) or controlled gene
overexpression. B is an Ng × Ng matrix contains unknown parameters defining the network structure, and
is assumed to be sparse; F is an Ng × Nq matrix captures the effect of Nq eQTLs for Ng genes; µ is an
Ng × 1 vector accounts for possible model bias; and εi is an Ng × 1 vector captures the residual error.
Typically, εi is modeled as a zero-mean Gaussian vector with covariance σ2, where I denotes the Ng × Ng

identity matrix.

We assume that locations of Nq eQTLs have been determined using existing eQTL mapping methods, thus
F has Nq entries with known locations but unknown effect size, and NgNq − Nq of zero entries. Note that
there are two structural properties in the GRN. First, as noted in [12], GRN and other general biochemical
networks are sparse, meaning that only a relative smaller number of genes can be regulators of a given
gene, thus matrix B is sparse. Second, a regulator typically can shape the expression profile of a set of
genes, meaning that the expression of the set of co-regulated genes can be highly correlated [1, 2]. Based
on the SEM-SML algorithm designed in [12], we developed a network inference algorithm that exploits the
aforementioned structural properties.

Structural equation models with adaptive elastic net penalty (SEM-EN)

Let us define Y = [y1, · · · , yN ] , X = [x1, · · · , xN ] and E = [ε1, · · · , εN ], then we can write the SEM in (1)
as Y = BY + FX + µ1T + E. The SEM-EN algorithm applied the I1/I2-norm penalty to the log-likelihood
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function of SEM in eq (2) of [12]. Let ỹi = yi − yi and x̃i = xi − x, i = 1, · · · , N , where y =
∑N

i=1
yi/N

and x =
∑N

i=1
xi/N , and collect them into matrices Ỹ = [ỹ1, · · · , ỹN ] , X̃ = [x̃1, · · · , x̃N ]. Then SEM-EN

infers the model parameters through I1/I2 penalized ML estimation:

(B̂, F̂)EN = arg max
B,F

Nσ2 log | det(I − B)| −
1

2
∥Ỹ − BỸ − FX̃∥2

F − λα∥B∥1,W −
1

2
(1 − α)λ∥B∥2 (2)

subject to Bii = 0, ∀i = 1, · · · , Ng, Fjk = 0, ∀(j, k) ∈ Sq

where ∥B∥1,W :=
∑Ng

i=1

∑Ng

j=1
wij |Bij | with Bij denotes the (i, j) th entry of B, ∥ · ∥F denotes the Frobenius

norm, and Sq denotes the set of row and column indices of the entries of F know to be zero. Parameters
λ > 0 and α ∈ [0, 1] are the penalty parameters following the design of the elastic net for linear regression
[16]. Weights wij in the I1 penalty term are introduced in line with the adaptive the elastic net (EN) [17]
and are selected as the estimated coefficients of the ridge regression same as the one described in [12]. Then
the SML algorithm is modified to obtain the estimated parameters. Specifically, with the I1/I2 penalty
−λαwij |Bij | − (1 − α)λB2

ij/2 applied to eq(10) in [12], we have the following objective function:

gij (Bij) := Nσ̂2 log |α0 − cijBij | + α1Bij −

[

(1 − α)λ +
1

2
α2

]

B2

ij − λwij |Bij | (3)

where σ̂2 is the variance estimate, cij denotes the (i, j) th co-factor of matrix (I − B̂) with B̂ be-

ing the estimate of matrix B, α0 := det(I − B̂) + cijB̂ij with B̂ij being the estimate of Bij ,

α1 :=
[(

I − B̂ + eie
T
j B̂ij

)

ỸỸT − F̂newX̃ỸT
]

ij
with ei and ej being the ith and j th canonical

vectors in R
Ng, F̂new being the estimate of F, and α2 :=

∥

∥ỸT ej

∥

∥

2

2
. Let us define α̃2 = 2(1 − α)λ + α2,

then the solution to the objective function in (3) is identical to that of [12] with α2 replaced by α̃2, and
eqs(1216) in [12] are applied to inter the network parameters. Furthermore, let Q̃ij(λ) denote the derivative
of the differential part of (2) :

Q̃ij(λ) =
Nσ2cij(λ)

det(I − B̂(λ))
+

[

ỸỸT − B̂(λ)ỸỸT − F̂(λ)X̃ỸT
]

ij
− (1 − α)λB̂(λ) (4)

where B̂(λ) and F̂(λ) denote the optimal estimate of (2) for a given λ with fixed α, and σ2 can be estimated
as σ̂2 = 1

NNg

∥Ỹ − B̂(λ)Ỹ − F̂(λ)X̃∥2

F . Then the strong rule [39] for SEM-EN is available as following. Let

λmax denote the smallest λ that yields B̂ij = 0, ∀i, j, and λmax > λ1 > · · · > λmin is a decreasing set of
values, the following discarding rule can be applied to find solution of (2):

∣

∣Q̃ij (λmax)
∣

∣ < wij (2λl − λmax) ⇒ B̂ij (λl) = 0
∣

∣Q̃ij (λl−1)
∣

∣ < wij (2λl − λl−1) ⇒ B̂ij (λl) = 0
(5)

where λ1 < λmax is a value in the path of λ. Note that for any λ > λmax, B = 0, and F̂(λ) is fixed, thus
Q̃ij(λ) is also fixed. Therefore, λmax can be obtained from the following equation:

λmax = max
i,j=1,··· ,Ng

∣

∣

∣

∣

Qij (λmax)

wij

∣

∣

∣

∣

(6)
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Software implementation

The block coordinate ascent algorithm in Algorithm 1 of [12] is updated with equations (3) and (4) along
with the discarding rules in equations (5) and (6), and is parallelized to reduce execution time.

Specifically, a master computer node is designated to compute and check to convergence criterion, which is

determined as err =
∥

∥

∥
B̂ − B̂new

∥

∥

∥

2

F
/∥B̂∥2

F +
∥

∥

∥
F̂ − F̂new

∥

∥

∥

2

F
/∥F̂∥2

F being smaller than a prespecified small

value. And several slavery nodes will be assigned to compute the solution for each row of B̂. The parallelized
computation is achieved in a high performance computing (HPC) clusters, and the software is implemented
in C/C + + utilizing open MPI. On the other hand, when the scale and degree of a network to be inferred
is small and computation is less demanding, we also provide the serial version of the C/C + + program
with a user friendly R interface. To achieve fast computation, BLAS and LAPACK [37] were utilized in
implementation of both software packages.

Back to Top

Results

### Scalability of the parallel network structure inference

To achieve feasible computation of inferring a GRN with hundreds or thousands of nodes, the parallel block
coordinate ascent algorithm was implemented with a master-slavery paradigm. While one master node as
designated for the computation of program initialization, decomposing the problem into small tasks, assign
tasks for multiple slave nodes, gathering the results for determining convergence and generate the final result
[20], number of slavery nodes can be supplied by users upon available system resources. To gain insights
into the scaling property of the parallel computation, we also implemented the SEM-SML algorithms [12]
with C/C + + and paralleled the block coordinate ascent algorithm with Open MPI. In fact, the SEM-SML
algorithm is a special case of SEM-EN with shrinkage parameter α = 1 (see Methods section for details).
The scaling property of the parallel computation was shown in Figure 1, where the performance was obtained
from inference of a sparse DAG having N = 300 samples, Ng = 300 genes, Ne = 3 edges, and σ2 = 0.05. The
computational time was the mean of 5 replicates. From Figure 1, a strong scaling pattern [21] was observed
for both SEM-SML and SEM-EN.

Figure 1: Scaling pattern for SEM-SML and SEM-EN
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Simulation study

To evaluate the performance of SEM-EN, we compared PD and FDR with that of SEM-SML. If B̂ij ̸= 0,
then we consider there is an edge from gene j to gene i. the PD and FDR of the SEM-SML and SEM-EN
for different sample sizes are depicted in Figure 2 and Figure 3 corresponding to two directed acyclic graphs
(DAGs) with number of genes Ng = 300, expected number of edges per node Ne = 3 and residual variance
σ2 = 0.01 and σ2 = 0.05, respectively. The result of Figure 2 and 3 represents mean PD and FDR for 100
replicates for each for the 10 different sample sizes. It is observed that SEM-EN achieves higher PD and
similar FDR comparing with that of SEM-SML for both DAGs despite of different sample sizes. Moreover,
it can be seen that the performance gain of SEM-EN is more significant for the DAG with larger noise level
(Figure 3). Take N = 500 for example, the PD/FDR of SEM-EN for σ2 = 0.01 are 0.9537/0.0433, comparing
to 0.9005/0.0375 of SEM-SML. For σ2 = 0.05 with the same sample size, the numbers are 0.9008/0.1300,
and 0.7663/0.1182 for the two methods, respectively.

Figure 2: Performance of SEM-SML and SEM-EN for DAG simulation σ2 = 0.01

Inference of the yeast GRN

The gene expression profile of 3,380 ORFs and genetic marker of 1,162 cis-eQTLs were used for network
inference by SEM-EN. Two parameters controlling degree of sparseness in the GRN need to be learnt from
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Figure 3: Performance of SEM-SML and SEM-EN for DAG simulation σ2 = 0.05

Figure 4: PD and FDR for SEM-SML and SEM-EN in analyzing the two simulated DAGs
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data. Cross validation (CV) identified the optimal shrinkage parameters as (α, λ) = (0.45, 0.0063) (see
Methods section for the definitions of shrinkage parameters) for the SEM-EN method. With the pair of
parameters, SEM-EN inferred a sparse GRN with 159 open reading frames (ORFs) involving 267 edges. The
network was visualized via Cytoscape [22] shown in Figure 4 and the positional information of the ORFs
involved in the GRN was depicted in Figure 5 by Circos software [23].

It has been known that in GRN, sub-network are typically associated with particular biological functions
[24]. In our study, five major clusters of the GRN was identified via Cytoscape [22] shown in different colors
in Figure 4, and gene ontology (GO) term enrichment analysis was performed for each clusters by Gorilla
[25] (Table 1). Specific to molecular functions, Cluster 1 (lime color in Figure 4) includes 28 ORFs and is
enriched with aldehyde dehydrogenase (NAD) activity and transferase activity that transferring aldehyde
or ketonic groups. Cluster 2 (teal color) includes 10 ORFs and is enriched with asparaginase activity and
iron ion transmembrane transporter activity. Cluster 3 (slate blue color) contains 30 ORFs and is enriched
with carbamoyl-phosphate synthase activity, oxidoreductase activity, NAD binding, ad dicarboxylic acid
transmembrane transporter activity. Cluster 4 (olive color) contains 13 ORFs and is enriched with mating
pheromone activity, DNA binding and bending, and RNA polymerase II transcription. Cluster 5 (red color)
contains 16 ORFs and is enriched with glucosidase activity. The corresponding significant terms were shown
in Figure 4.

Figure 5: Sparse budding yeast GRN inferred by SEM-EN
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Figure 6: Enriched GO terms of the five clusters in yeast GRN
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Within a network cluster, nodes that are most relevant for the corresponding cluster function often have
higher degree, meaning that there are more edges connected to them than other nodes [26]. Encoding
the leucine biosynthetic enzyme, LEU2 is deleted in the RM parents in the segregants [27], and has been
previously predicted as a causal regulator for the expression of a subset of genes by several independent
studies [27-29]. In our GO term enrichment analysis shown in Table 1 , leucine biosynthetic process is
significant for Cluster 3 (p -value = 4.77 × 10−6

)

, and LEU2 is identified as regional hub in for the cluster
with 20 genes directly connected to it (Figure 4). The parent lab strain BY4716 has AMN1 gene deleted.
AMN1 gene encodes a protein required for daughter cell separation, multiple mitotic checkpoints, and
chromosome stability [27]. It has been verified in previous study that AMN1 gene is responsible for the
regulation of a set of genes (SCW11, DSE1, DSE2, DSE3, DSE4, ISR1, PRY3, EGT2, SUN4, BUD9) [27].
Among them, SCW11, DSE1, DSE2, DSE3, ISR1, EGT2, SUN4, and BUD9 are in Cluster 5 in Figure 4.
These results from previous biological experiments and independent research studies corroborate the strength
of the SEM-EN algorithm.

While the genetic engineering of AMN1 and LEU2 genes serves as a direct positive control for the GRN
inference in budding yeast [27, 29, 30], the network structure inferred by SEM-EN shed light into the gene
regulatory relationships. Previous study on single cis-eQTL mapping revealed 13 eQTL hot spots (Table 2),
where eQTLs have pleiotropic effects on a number of expression traits [27]. The positions of eQTL hot spots
can be visualized as the red ticks on the yeast chromosomes in Figure 5, and the regulator genes in the GRN
inferred from SEM-EN are listed in Table 2. While the original study analyzed all 6,126 yeast ORFs and
identified 8 regulators for the 13 eQTL hot spots, our study considered 3,380 ORFs that passed data quality
control (see the Methods section for details) and identified regulators for 9 of the hot spots. Regulators such
as AMN1, LEU2, and MATALPHA1 are consistent with previous study (Table 2). Particularly, SEM-EN
identified regulators that are missed in previous study including RIB5 for hot spot 3 , TSL1 for hot spot
10 and SUN4 for hotspot 11. Among them, RIB5 is a gene encodes the riboflavin synthase that catalyzes
the last step of the riboflavin biosynthesis pathway and involves in amino acid biosynthesis. RIB5 interacts
with ARG1 in the SEM-EN identified GRN. Association of RIB5 and ARG1 has been characterized in
previous study [31], and both are key proteins for cellular growth. TSL1 interacts with CTT1, both of
which have been identified to be associated with cellular growth under stress [32]. SUN4 is a gene involved
in cell wall separation [33], and interacts with DSE2 and SCW11 in the SEM-EN inferred GRN (Figure
4). DSE2 is a daughter cell-specific secreted protein that plays a key role in daughter cell separation.
During the separation process, DSE2 degrades cell wall from the daughter side and causes daughter cell to
separate from the mother cell [34]. SCW11 is a cell wall protein that plays a key role in conjugation during
mating [35], and its functional association with DSE2 have been experimentally characterized [36]. Given the
genetic perturbation background in daughter cell separation and amino acid biosynthesis, previous molecular
experiment results corroborate the predictive power of the inferred GRN and the strength of the SEM-EN
method.

Back to Top

Discussion

Understanding the multiple levels of gene regulations is the key for the prediction of complex cellular behavior.
Integrating genetic perturbations with gene expression data has been proven to be more accurate in learning
causal regulatory relation among genes comparing to treating each gene expression level as an individual
quantitative trait [12]. The SEM-SML has been shown to be able to integrate such information to infer
GRN systematically and offer significant better performance than state-of-the-art algorithms. We extended
the SEM-SML to incorporate adaptive elastic net penalty [16] for the likelihood function of the SEMs, and
implemented the SEM-EN software in efficient C/C + + with parallel computational capability by MPI.
Simulation studies demonstrated that SEM-EN is capable of inferring a large network within affordable
computational time while achieving high power of detection than SEM-SML. The software is further applied
to systematically infer the GRN in budding yeast.

The work in this paper improved the SEM-SML algorithm [12] from two directions. First, while previous work
was implemented in MATLAB, the SEM-SML algorithm and the new SEM-EN algorithm were implemented
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Figure 7: Budding yeast gene interaction pattern with link edges identified by SEM-EN
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Figure 8: eQTL hotspots identified in the original publication of the budding yeast dataset and predicted
using SEM-EN

in C/C + + with the fast basic linear algebra subprograms (BLAS) and linear algebra package (LAPACK)
[37] in this paper. Simulation demonstrated that computational time for SEM-SML in C/C++ was reduced
by more than 10 times compared to the one implemented in MATLAB using a single CPU node. To achieve
computational feasibility for inferring large network with thousands of nodes, the block coordinate ascent
technique in Algorithm 1 of [12] is parallelized with Open MPI [38]. A strong scaling pattern for the parallel
implementation was observed and depicted in Figure 1, and the new software is capable of inferring a network
structure more than 100 times faster. For example, while the MATLAB implementation takes several days
to infer a network structure with 300 of nodes, and it is not realistic for it to infer a network structure with
thousands of node, in the yeast GRN analysis, we demonstrated that SEM-EN is able to analyze a network
with more than 3,000 nodes.

Second, with the adaptive elastic net [16, 17] in place of ll-norm penalty for the SEM likelihood function,
we showed that SEM-EN achieves higher PD while controlling a similar FDR to that of SEM-SML (Figures
2, 3). Superior performance of SEM-EN over SEM-SML is expected due to two reasons. First, it is known
that l1-norm penalty in regularized linear regression typically keeps only one out a group of correlated effects
[16]. However, in cellular metabolisms, a gene regulator typically can shape the expression profile of a set of
genes, resulting in highly correlated gene expression patterns [1, 2]. Mathematically, it can be shown from

SEM that gene expression levels have covariance cov(Y) =
[

(I − B)−1
]T

σ2I(I−B)−1, which is not diagonal.
Therefore, the performance gain of SEM-EN over SEM-SML is expected given strong correlation among gene
expression levels. Second, SEM-EN improves inference accuracy by taking the grouping effect into account,
since it has been known that elastic net penalty enjoys a strong grouping effect than the ll-norm penalty in
linear regression. In fact, SEM-SML becomes a special case of SEM-EN with parameter α = 1.

In inferring the GRN of budding yeast, SEM-EN integrates genetic perturbations with genome-wide expres-
sion data. On the one hand, for the set of regulation that have been verified in previous studies such as
the set of genes regulated by AMN1 and LEU2, the GRN obtained by SEM-EN is in line with previous
findings, which corroborates the strength of the SEM-EN method. On the other hand, with the grouping
effect encouraged by SEM-EN, we were also able to identify other ORFs interacting with known regulators.
For example, seven ORFs in Custer 5 was not reported in the list of [27] that linked to AMN1. Among them,
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RMA1 interacts with DSE2 and SCW11, both are directly linked to AMN1; AGP2 directly interacts with
DSE 1 and has a distance of 2 to AMN1, and TOF1 and HRR25 both interacts with DSE2. The genes in
the cluster were known to specifically expressed in daughter cells during budding [36], and it may be worthy
of experimental investigation to further study their roles in gene regulation affecting daughter-cell separation
after budding.
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